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Abstract
GPUs are widely used to accelerate many important classes of work-

loads today. However, in this work, we observe that several impor-

tant emerging classes of workloads, including simulation engines

for deep reinforcement learning and dynamic neural networks,

are unable to fully utilize the massive parallelism that GPUs offer.

These applications tend to have kernels that are small in size, i.e.,

have few threads and thread blocks that cannot saturate the GPU’s

compute resources. Executing independent kernels concurrently
is a promising approach to improve parallelism and utilization.

However, this inter-kernel concurrency is difficult to leverage in

such workloads with existing approaches: First, the inter-kernel

dependencies and computational graph are input-dependent and

vary each time the application is executed. Second, the computa-

tional graphs tend to be irregular, requiring fine-grain scheduling

and synchronization; thus incurring significant synchronization

overheads if kernel execution is parallelized. In this work, we pro-

pose ACE, a new framework that enables lightweight detection

of inter-kernel dependencies and low overhead kernel scheduling

at runtime. The key idea behind ACE is to perform inter-kernel

dependency checks for a small window of kernels at runtime, simi-

lar to out-of-order instruction scheduling. This enables concurrent

execution of kernels in applications whose computational graphs

are input-dependent and require fine-grained scheduling. We pro-

pose ACE-SW, a software-only open-source implementation of ACE

and ACE-HW, a hardware-software cooperative implementation.

ACE-HW further reduces synchronization overheads by reducing

communication between the CPU and GPU. We evaluate ACE for

deep RL simulation engines and dynamic and static DNNs on both

real hardware and a GPU simulator. We demonstrate speedups of

up to 2.19× (1.56× on average) by improving GPU utilization with

concurrent kernel execution.
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1 Introduction
Graphics Processing Units (GPUs) today are commonly used to ac-

celerate a diverse set of applications, such as deep neural network

(DNN) processing, scientific computing, graphics, and cryptography.

The massive parallelism offered by GPUs enables efficient computa-

tions on large amounts of data concurrently. However, we observe

that certain important classes of applications, such as simulation

engines for deep reinforcement learning (RL) [29, 33, 56, 60, 72]

and dynamic neural networks [18, 25, 38, 51, 53, 77, 80, 82, 83, 85–

87, 93, 94], are unable to fully utilize the significant compute capabil-

ity GPUs offer. This is because these applications comprise a large

number of small kernels, i.e., kernels with few thread blocks that are

unable to fully saturate GPU cores. To understand the challenges in

alleviating this underutilization, we evaluate two important classes

of applications and introduce their properties.

Simulation Engines for Deep RL.With reinforcement learn-

ing (RL), an agent (for example, a robot) learns to perform tasks

such as robotic locomotion, manipulation, and navigation [23, 45]

by trial and error from interactions with the environment. Deep RL

training involves using a DNN to learn policies that optimize for re-

wards from data collected by simulation. By leveraging the benefits

of DNNs, deep RL has recently gained widespread application for

many challenging and important tasks [15, 21, 45, 48, 58, 69, 75, 89].

Despite leveraging GPUs, a significant fraction of the deep RL

runtime is the data collection phase (up to 70%), where physics

simulations are used to generate training data. We observe that

these physics simulations contain kernels with few thread blocks

and heavily underutilize the GPU, only achieving an occupancy of

34% on average. Programming larger kernels is impractical as each

https://doi.org/10.1145/3656019.3676897
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instance simulates a different scenario, and large kernels would

lead to thread divergence.

Dynamic DNNs. Several recent types of DNNs [18, 25, 65, 93]
have emerged as a promising approach to reduce inference laten-

cies in resource-constrained devices by re-configuring/specializing

the architecture based on the input to the DNN. For example, In-

staNAS [25] configures the network architecture at runtime based

on the input image. Our evaluations demonstrate that, while these

architectures require significantly fewer FLOPs and lower inference

latencies, there is still significant underutilization of GPU resources

(achieving an occupancy of only 39% on average). Similar to the

simulation engines, we find that this underutilization is caused by

small kernels that do not fully utilize the GPU cores.

GPU kernels from such applications are typically executed se-
rially, and thus the utilization is determined by the size (i.e., the

number of threads and thread blocks) of the kernel. However, we

observe that many kernels are independent and thus can be exe-

cuted concurrently. By concurrently executing independent kernels,

we can effectively improve GPU utilization and thus performance.

Existing GPU architectures allow for concurrent execution of ker-

nels by using multiple command queues [4] which are abstracted

in software (such as CUDA Stream [5]), allowing the programmer

to identify and launch independent kernels in parallel. However,

enabling concurrent kernel execution for these applications is still

a challenging task for two major reasons.

Challenge 1: Input-dependent computational graphs. For
these applications, the computational graph (i.e. the kernels to be

executed and their dependencies) is only resolved at runtime based

on the input, and each input or set of inputs leads to a different com-

putational graph. This means that identifying independent kernels

to launch in parallel requires performing inter-kernel dependency

checks at runtime. These workloads have short running kernels that

significantly exacerbate the scheduling and dependency checking

overheads, making this a challenging problem to solve. Frameworks

such as CUDA Graph [1] and AMD ATMI [2] allow programmers

to define the inter-kernel dependency information and construct a

directed acyclic graph (DAG) of kernels. These frameworks enable

concurrent kernel execution. However, when inter-kernel depen-

dencies vary by input, we must incur the significant latency of

constructing the dependency graph and scheduling independent

kernels every time the application is executed, significantly increas-

ing run time (§ 2.3 and § 6).

Challenge 2: Irregular inter-kernel dependencies require
fine-grain scheduling. The computational graph for a given input

tends to be highly irregular. In other words, the kernels cannot be

easily partitioned into independent streams and fine-grain sched-

uling is required to expose inter-kernel parallelism. Thus, parallel

execution of kernels requires frequent synchronization to ensure

correctness, leading to significant synchronization overheads from

communicating with the CPU and from kernel launches (§ 2.3).

To address these challenges, our goal in this work is to enable

kernel concurrency with (i) lightweight scheduling and dependency
checking of kernels that can be performed at runtime and (ii) low
overhead synchronization for scheduling and kernel launch. To this

end, we propose ACE, a new framework for Automatic Concurrent

Execution with two implementations: (i) ACE-SW, a software-only

mechanism to enable lightweight kernel scheduling at runtime and

(ii) ACE-HW: a hardware-software mechanism to further reduce

synchronization overheads for efficient kernel concurrency.

The key idea of ACE is to perform dependency checks between

sequentially launched kernels within a fixed window at runtime,

similar to out-of-order instruction scheduling. We refer to this win-

dow as the scheduling window. When a kernel is inserted into the

scheduling window, the kernels that it is dependent on are iden-

tified. As kernels complete execution, kernels in the scheduling

window are marked ready based on the identified dependencies.

Ready kernels can then be concurrently launched as they have no

more dependencies. Since at any given time, only a small set of ker-

nels are scheduled and tracked (instead of the entire computational

graph), this approach enables efficient kernel parallelization and

scheduling at runtime. To perform dependency checks between ker-

nels, ACE leverages annotations from the application that specify

the memory address ranges that are read/written by each kernel.

This metadata is then used to identify inter-kernel dependencies

at runtime when kernels are inserted into the scheduling window.

Compared to prior approaches (§ 3.1), this method alleviates the

significant kernel scheduling and dependency-check overheads for

kernel parallelization.

ACE-SW implements the above out-of-order runtime kernel

scheduling in software as an application runtime system using

CUDA streams. ACE-SW however still incurs synchronization over-

heads from communication with the CPU and kernel launch. On the

other hand, ACE-HW implements the out-of-order kernel scheduler

in the GPU hardware and can alleviate the synchronization over-

heads. We propose an efficient implementation of ACE-HW that

reduces synchronization and kernel overheads by reducing commu-

nication with the CPU. Prior works such as task superscalar [31],

carbon [49], TDM [19] and ADM [70] propose similar out-of-order

scheduling to leverage irregular parallelism between tasks in CPU

multiprocessors. However, the major challenge in CPUs is the la-

tency of runtime dependence checking. The primary bottleneck

with GPUs is the latency for launch/signal completion of kernels

rather than dependence checking (§ 4.4). ACE addresses this chal-

lenge and provides an efficient approach to enable out-of-order

kernel scheduling in GPUs.

We demonstrate the effectiveness of ACE in improving GPU uti-

lization and thus performance for physics simulation workloads,

a range of dynamic neural networks, as well as static neural net-

works.We demonstrate an average speedup of up to 1.87× using our
software-only approach and up to 2.19× from hardware-software

implementation. The major contributions of this work are:

• We identify and characterize GPU underutilization as a result

of small kernels in applications with input-dependent irreg-

ular computational graphs, e.g., deepRL, dynamic DNNs.

• We introduce ACE, a mechanism that improves GPU utiliza-

tion by enabling concurrent execution of GPU kernels with a

lightweight dependency tracking and scheduling framework.

• We provide an open source software-only implementation

of ACE that can be used on real hardware to enable low

overhead GPU kernel concurrency.

• We evaluate the effectiveness of ACE-SW and ACE-HW on

a range of important GPU applications and demonstrate

significant speedups and improved GPU utilization.
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2 Motivation
2.1 Case Study 1: Simulation Engines for Deep

Reinforcement Learning
Deep Reinforcement Learning (RL) has widely gained attention

as a promising approach to learning control policies in robotics

and dynamical systems for tasks such as locomotion on legged

robots [33, 69, 89], dexterous hand manipulation [23], autonomous

driving [21, 45], and drone control [15, 48, 58]. Deep RL involves

training a DNN to learn policies that maximize the reward, based

on the actions that the agent (e.g., four-legged robot) performs in a

given environment. This training process requires data from the

agent interacting with a physics simulator. Typically, each training

step requires data from thousands of physics simulations. Recent

works [29, 33, 35, 56, 60, 72] accelerate this data generation phase

by leveraging GPUs. GPUs can accelerate data generation by per-

forming multiple simulations simultaneously and also parallelizing

within a single simulation. Hence this makes them an appropri-

ate candidate workload for GPU execution. Despite GPU accelera-

tion, the simulation/data generation phase is still the predominant

computation in deep RL—taking about 30 − 70% of training time

depending on the complexity of the simulated environment. Thus

accelerating simulation engines is critical for deep RL performance.

To evaluate the efficiency of physics simulations, we analyzed a

set of physics simulations with different environments on a GPU

(parameters in § 5) with the widely used Brax [33] framework.

We evaluate the utilization of the GPU by measuring achieved

occupancy (average ratio of active warps), depicted in Fig. 1. We

find that as much as 65% of the GPU cores are underutilized on

average. To evaluate the cause of this underutilization, we analyze

the number of kernel launches required to generate one batch of

training data in Fig. 2. We also present the average number of

CTAs per kernel in Fig. 3 and depict the distribution of kernel sizes

observed for the ant environment in Fig. 4. We observe that physics

simulations in our evaluations generate a large number of small
kernels that have few threads and CTAs. Each CTA is mapped to a

single SM at kernel launch time. Running kernels with fewer than

50 CTAs leads to many idle SMs, leading to underutilization.

This is a fundamental problem, because the simulation engine

cannot be efficiently mapped into large kernels, since each thread

simulates a different scenario, which leads to high thread diver-

gence. Thus, the application is instead programmed as many short-

running kernels. This phenomenon has also been observed by re-

cent works [34, 35]. However, there is still parallelism between

kernels that can be leveraged during the collisions detection be-

tween every pair of rigid bodies, which can be parallelized.

2.2 Case Study 2: DNNs with Dynamic Graphs
Recent research has extensively investigated specialized DNNs for

edge devices with limited compute resources and power budgets as

direct deployment of large neural network architectures on these

devices leads to high-inference times. Automated DNN architec-

ture design (neural architecture search) is a promising approach

to generate faster neural network architectures while retaining or

improving accuracy [52, 67, 88, 96]. These optimized architectures

tend to have irregular elaborate connections between convolution

operations. Fig. 5a depicts an example DNNwith irregular structure.

Additionally, an emerging trend in recent research [65] shows that

dynamic inference models [14, 25, 51, 53, 73, 77, 80, 82, 83, 86, 87, 91–
94] are very promising to significantly reduce inference latency and

FLOPs. With these dynamic inference models, the path of execution

through the network is determined by the input. Thus, the computa-

tional graph is not known ahead of time. For example, Fig. 5b shows

an example CNN model with different paths of execution based

on the input [25]. Dynamic DNNs have the structure as shown in

Fig. 5b, containing operations (MBConv blocks implemented as

kernels) that can be parallelized. A subset of these kernels can be

scheduled for concurrent execution.

Figure 1: Simulation engines: Achieved occupancy.
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Figure 2: Simulation engines: Kernels for 1 batch of data
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Figure 3: Simulation engines: Average kernel size (in CTAs)
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Figure 4: Kernel size distribution for the ant environment

Similar to § 2.1, we evaluate the efficiency of these workloads on

a GPU (an NVIDIA RTX 3060 and an NVIDIA RTX 4090) and depict

the resulting utilization in Fig. 6 (evaluation and workload settings

are in § 5). We find that the total achieved occupancy is around

39% in the InstaNAS-A [25] workload on RTX 3060. We observe

a higher degree of underutilization on a more recent GPU, with a

higher SM count. Similar to the simulation engines, we root cause

this underutilization to the existence of a large number of small

kernels, as depicted in Fig. 7, where a large fraction of the kernels

have fewer than 200 CTAs. Thus, these small kernels are unable to

fully utilize the GPU. In these workloads, the small kernels are due

to convolution layers that were optimized for fewer FLOPs with

smaller filters.
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(b) InstaNAS [25] with MB-
Conv [71] units

Figure 5: DNNs with irregular or dynamic structures

Figure 6: Achieved occupancy in dynamic DNNs
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Figure 7: Kernel size distribution (CTAs) for InstaNAS-A [25]
2.3 Key Observations
While small-sized kernels lead to underutilization, we observe that

there are typically many kernels that can be executed concurrently.
Thus we can improve GPU utilization and reduce runtimes by iden-

tifying independent kernels and scheduling them for concurrent

execution. However, this is a challenging task for these classes of

applications for the following reasons.

(1) Input-dependent kernel dependencies. The computa-

tional graph, and hence, the dependencies between kernels are

only determined at runtime for each input. For example, with the

instance-aware dynamic DNNs [25, 53, 93, 94] described in § 2.2,

for the classification inference task, the computational graph is

different for each image. As a result, the determination of kernel

dependencies and scheduling of kernels for the entire computa-

tional graph needs to be done for each input. This adds significant
latencies to the runtime.

CUDA Graphs [1] and AMD ATMI [2] are software frameworks

that allow developers to specify dependencies between different ker-

nels as edges of a directed acyclic graph (DAG). The challenge with

this approach is that the DAG needs to be constructed in full (with

dependencies, kernel launches, and barriers determined) before the

application is executed on the GPU, for each input. This process
adds high latency in compiling the complete dependency informa-

tion. We perform an experiment to measure the DAG construction

and launch time on Brax [33] simulation engine (§ 5) compared to

the program execution time, shown in Fig. 8. We observe that the

time taken to construct the graph is exceedingly high (average of

47% of overall execution time).

(2) Irregular kernel dependencies. These classes of applica-
tions have irregular computational graphs that are challenging to

easily partition into CUDA streams (§ 2.2). Popular deep learning

frameworks [8, 59] use a single stream by default. The stream ab-

straction works best if the entire graph can be partitioned into

independent streams of kernels. However, these graphs with ir-

regular dependencies would require fine-grained scheduling and

Figure 8: DAG construction time as % of execution time
heavy use of synchronization (e.g., cudaDeviceSynchronize and

cudaStreamSynchronize) when parallelizing using CUDA streams.

This synchronization may lead to large overheads as it requires

communication between the GPU and CPU. Fig. 9 depicts the dif-

ferent overheads when CUDA streams are used for fine-grained

scheduling with irregular graphs: kernel launch overheads 1 , CPU

execution overheads 2 and the synchronization overheads 3 .

Based on our profiling, the synchronization and launch overheads

vary between 5-20𝑢𝑠 .

CPU SYNC CPU EXEC

K1 EXECStream 1

K2 EXECStream 2

CPU EXEC

launch overhead

launch overheadsync overhead

K3 EXEC

1

2

3 1

2

Figure 9: Kernel launch and synchronization overheads

3 Approach
Our goal in this work is to design a framework that enables effi-

cient concurrent execution of GPU kernels (i) whose computational

graph may only be known at runtime, (ii) without incurring signif-

icant synchronization overheads. To this end, we introduce ACE, a

new framework that concurrently schedules independent kernels

with a lightweight runtime mechanism.

3.1 Prior Mechanisms
We consider the baseline hardware model in modern GPU architec-

tures [64]. The host communicates with the command processor

(CP) of the GPU via a virtual memory region mapped to the GPU

that is accessible by the command processor. This enables commu-

nication between the CPU and GPU via the command queue. The

CPU transmits kernel launch packets to the GPU by writing them to

the user mode command queue. The CP is responsible for decoding

and dispatching the kernels in these command queues for execution.

The CP accesses the command queue and schedules the kernels at

the head for execution. The GPU runtime may launch kernels into

different streams. These streams are mapped to one of the command

queues in the device-mapped memory. The command processor

schedules kernels at the head of these queues concurrently, thus en-

abling concurrent kernel execution. However, neither the command

processor nor the kernel launch packets in the command queues

have information on inter-kernel data dependencies. Kernels in

different queues are assumed to be independent of each other, and

kernels in the same queue are executed in order. Hence, to leverage

parallelism in kernel executions, the task of checking inter-kernel

dependencies and determining the kernels eligible for concurrent
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execution must be done by the host application. However, this adds
significant dependency-checking latency at the run time. It also

requires communication with the host (through a synchronization

routine) to be performed each time a kernel completes execution,

adding to overhead. Several prior works describe approaches to

efficiently schedule kernels into multiple streams. Fig. 10 depicts

approaches to scheduling a computational graph (Fig. 10a). Fig. 10b

is the baseline approach used by many existing frameworks [8, 59],

where a single stream is used to execute all kernels serially. This

approach leads to underutilization (§ 2.2). Fig. 10c shows prior

works [30, 50] that use the computational graph to identify inde-

pendent kernels and the entire graph is scheduled ahead of time

into multiple streams. However, this fine-grained scheduling and

synchronization leads to large overheads.

K1

K2

K4

K6

K3

K5

Launch in order

K6 K5 K4 K3 K2 K1

(a) Kernel dependencies

K1

K2

K4

K6

K3

K5

Launch in order

K6 K5 K4 K3 K2 K1

(b) Single stream execution

Stream 3

Stream 2

Stream 1 K5 K3

S
Y
N
C

K2

K4

K6

S
Y
N
C

K1

(c) Multiple streams with synchronization between streams
Figure 10: Scheduling kernels in a computational graph

Oneway to avoid using device-level synchronizations and enable

asynchronous kernel execution without communication with the

CPU is to use CUDA events. Events serve as signaling mechanisms

to indicate the occurrence of specific operations in a stream. This

allows synchronization between kernels across streams through

the cudaStreamWaitEvent API, facilitating asynchronous kernel

execution without blocking the host. By strategically placing events

and using cudaStreamWaitEvent, it is possible to orchestrate the

order in which kernels are executed on the GPU without commu-

nication with host. However, this approach still requires deriving

dependencies between all kernels beforehand, incurring overhead.

Another set of approaches [22, 50, 57], define static dependen-

cies between kernels as a DAG, which is then scheduled with DAG

frameworks (CUDA Graph [1]/ATMI [2]). These approaches cannot

be applied to input-dependent computation graphs, as constructing

the entire computational graph is too time-consuming to be done

at runtime. To convey the DAG information, ATMI sends barrier

packets [63] along with kernel launch packets to the command

queue. A barrier packet [40] is a 64-byte data packet that contains

id information about a kernel and a set of kernels that depend on it.

This packet can be inserted into the command queue by the device

runtime. The barrier packet blocks the launching of dependent ker-

nels until the independent kernel completes execution. The barrier

packet however does not contain any information regarding the

current status of the executing kernels in the GPU and thus cannot

perform any additional runtime reordering of kernels. It simply

follows the dependencies already specified by the DAG. While it

is possible to devise a framework that dynamically launches bar-

rier packets and launch commands onto the GPU command queue

in memory, this would require hardware support and would still

incur synchronization overheads with the CPU. Our approach is

specifically designed to mitigate this scheduling cost by avoiding

direct communication from the GPU to the CPU, thereby reducing

potential overheads. Persistent threads (PT) eliminate the schedul-

ing and launch overheads but are only effective when all kernels

are homogeneous [24]. CUDA dynamic parallelism [3] (CDP) or

AMD’s device enqueue [7] (DE) enables parent kernels to launch

child kernels, only allowing data dependencies between one parent

and its children. These workloads however involve kernels that

depend on multiple kernels, and it is an open problem how to use

CDP for these types of dependencies.

We summarize different approaches for parallel kernel schedul-

ing in Table 1, in terms of applicability (whether input-dependent

irregular workloads can be effectively mapped), synchroniza-

tion/launch overheads and preparation overhead (resolving de-

pendencies, constructing, and scheduling the computational graph).

Method Applicability Sync+Launch Preparation
Overhead Overhead

Multi-Stream [30, 50] ✓ x ✓
DAG Frameworks [1, 2] ✓ ✓ x
PT [16, 24, 78] x ✓ ✓
CDP [3] / DE [7] x x ✓
ACE-SW (Our approach) ✓ x ✓
ACE-HW (Our approach) ✓ ✓ ✓

Table 1: ACE compared to other scheduling frameworks

3.2 Key Idea of ACE
With ACE, the key idea is to instead perform the dependence check-

ing and scheduling within a small window of kernels at runtime
similar to out-of-order instruction scheduling. We perform this

scheduling over a single command queue (or a single initialized

stream). Fig. 11a depicts out-of-order kernel dispatch with ACE.

Fig. 11b shows the corresponding high-level hardware modifica-

tions for ACE. A fixed number of kernels in the original stream

(scheduling window 1 ) are evaluated for dependencies. When

a kernel completes execution, we evaluate which kernels within

the scheduling window are now ready for execution 2 . All such

kernels are marked ready and can be scheduled concurrently.

(a) Out-of-order kernel dispatch
from the scheduling window

(b) CP scheduling kernels in out
of order manner

Figure 11: ACE: Runtime out-of-order kernel scheduling

We propose two implementations of ACE: ACE-SW, a SW-only ap-

proach and ACE-HW, a hardware-software cooperative mechanism,
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which we describe in the following sections. ACE-SW emulates the

out-of-order kernel scheduling mechanism by scheduling indepen-

dent kernels into multiple streams and can be implemented with

purely software changes, however the hardware support in ACE-

HW is more efficient as it alleviates synchronization overheads.

3.3 Design Overview
To design ACE to perform the runtime kernel scheduling as depicted

in Fig. 11a, we need (i) a mechanism to determine inter-kernel

dependencies in the scheduling window; (ii) to identify kernels

that are ready for execution; and (iii) alleviate synchronization and

kernel launch overheads.

Determining inter-kernel dependencies. In order to deter-

mine dependencies between kernels, the application adds additional

metadata to each kernel invocation. This metadata defines the range

of global memory addresses that are written to and read from by

each kernel. This metadata is provided to ACE by using a kernel

wrapper (described in § 4.2) and can be defined by the program-

mer, library-writer, or compilation tools. By checking for overlaps

between read segments and write segments, we determine depen-

dencies between kernels. The kernel wrapper defines the pointers

to the read and write data segments (start_addr) along with the

size of the segments (Fig. 12). The actual virtual addresses asso-

ciated with the pointers are resolved just before kernel launch in

order to perform the dependence checks (§ 4.1). We refer to these

memory ranges as read_segments and write_segments. The run-
time software performs dependency checks between a new kernel

and a set of kernels launched earlier within a window. This infor-

mation is utilized by the hardware to identify independent kernels

and schedule them. Identifying dependencies and communicating

them to the GPU is done by the software runtime while kernels

are executing. Fast dependency checks and communication to GPU

can be hidden by GPU kernel execution. As fast dependency checks

can be performed in software, and scheduling independent kernels

for execution can be done without needing CPU communication

by the hardware, the task of dependency checking is delegated to

the runtime and scheduling is delegated to hardware.

Virtual Address Space

read segments

start_addr1  size1
start_addr2  size2

write segments

start_addr size

Figure 12: Memory regions written to/accessed by the kernel

Tracking kernel state at runtime. Fig. 13 depicts the schedul-
ing window ( 1 ), with the additional state required for scheduling.

The kernels in the window can be ready, pending, or executing
( 3 ). Kernels in the scheduling window become ready for launch

(ready) when the kernels it is dependent on (referred to as upstream
kernels 2 ) complete execution. For each kernel in the scheduling

window, we track a list of the corresponding upstream kernels.

The upstream kernels are determined using the above dependency

checks when inserting into the scheduling window. When the up-

stream list is empty, the kernel is marked ready for execution. After

each kernel completes execution, the upstream list is updated for all

kernels in the scheduling window. For ACE-SW, these checks are

performed in the software runtime system (§ 4.2), and for ACE-HW,

we implement them in hardware (§ 4.3).

K4
K1 K2 K3

pending

scheduling window 1

2

3

K3
K1

pending

K2
none

ready

K1
none

executing

upstream
state

kernel id

Figure 13: Kernels in the scheduling window with their state
and corresponding upstream kernels (i.e., dependencies)

Eliminating CPU synchronization overheads. In order to

eliminate synchronization and launch overheads resulting from

communication between the CPU and GPU, we implement the

scheduling window in the GPU hardware in ACE-HW. The man-

agement of the scheduling window is done entirely in hardware,

including the determination of ready kernels. Similarly, once a ker-

nel completes execution, the scheduling window is updated without

requiring synchronization with the CPU.

3.4 MechanismWalkthrough
Fig. 14 depicts a high level walkthrough of ACE. For each GPU

kernel invoked by the application 1 , the read and write segments

are resolved (detailed in § 4.1). All invoked kernels along with the

corresponding read/write segments are entered into the input FIFO

queue to await scheduling 2 . Kernels are then added to the fixed

size scheduling window in a FIFO manner 3 . When the kernel

enters the scheduling window 4 , the write segments of the current

kernel are compared against read and write segments of all kernels

in the scheduling window. The kernels with overlap are added to

the corresponding upstream kernel list and are marked pending.
When an executing kernel completes execution, all corresponding

upstream kernel lists are updated. Any kernel that has an empty

list is marked ready for the scheduler to launch.

application

kernel
launch

compute
read/write
segment

1

K5K6

input FIFO queue 2

K1
pending

K2 K3
ready

K4
executingpending

scheduling window 4

compute
upstream
dependencies

3

ready to be dispatched

Figure 14: High level overview of ACE

4 Detailed Design
4.1 ACE Kernel Wrappers
To perform runtime dependency checks, the application defines the

read/write segments for each kernel. These segments are defined

using a kernel wrapper, ACE_wrapper (defined in Fig. 15). Since

virtual addresses can only be resolved at runtime, the program-

mer instead defines a function get_addresses which populates

__read_segments__ and __write_segments__ lists (lines 6 and 7

in Fig. 15). The get_addresses function takes kernel launch argu-

ments as the input (lines 12 to 15). These arguments are then used

to compute the read/write segments.
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Just before kernel launch, the CUDA runtime calls

get_addresses. At this point, __read_segments__ and

__write_segments__ are populated with resolved virtual

addresses. In our implementation of ACE-SW, since the CUDA

drivers are closed-source, we implement an intermediate user-level

kernel launch function that calls get_addresses instead. Fig. 16

depicts an example implementation of the get_addresses
function. ACE assumes that the programmer or the kernel library

provider has knowledge of the memory regions accessed by the

kernel from the kernel function prototype. For a wide range of

commonly used kernels, such as matrix multiplication, convolution,

addition, etc., which operate on data stored as contiguous regions

in memory, this task is straightforward. ACE does not require

additional programming effort from the application programmer.

This is because programmer annotations for these workloads

would be written by the library writer and thus, not necessarily

the programmer. Standard functions/kernels along with the

annotations are provided as metadata in the library.

1 struct ACE_wrapper {

2 //list of read ,write segments defined as

3 //[{start_adr1 ,size1},{start_adr2 ,size2 }..]

4 list __read_segments__;

5 list __write_segments__;

6 // function which gets called at kernel

7 // launch to populate read ,write segments

8 void get_addresses(

9 dim3 blocks , dim3 threads , ...

10 );

11 // function declaration of the kernel

12 static __global__ void kernel (...);

13 };

Figure 15: The ACE_wrapper definition

1 // get address function for matrix multiply

2 // input matrices: input1 (mxn), input2(nxk)

3 // output matrix: output(mxk)

4 void ACE_wrapper :: get_addresses(

5 dim3 blocks , dim3 threads ,

6 int* input1 , int* input2 , int* output1 ,

7 int m, int n, int k) {

8 // input1 reads m*n elements

9 // input2 reads n*k elements

10 __read_segments__ = {

11 {(void*)input1 , m*n*sizeof(int)},
12 {(void*)input2 , n*k*sizeof(int)}
13 };

14 // output reads m*k elements

15 __write_segments__ = {

16 {(void*)output , m*k*sizeof(int)},
17 };

18 }

Figure 16: Example: get_addresses function

4.2 ACE-SW Design
ACE-SW is implemented as a user-level runtime that is called by

the application. The functionalities of ACE-SW are performed by

multiple independent threads that are launched simultaneously.

The ACE-SW runtime performs two major tasks: (i) implementing

and maintaining the scheduling window (window module); and (ii)
scheduling kernels ready for execution (scheduling module).

4.2.1 The window module. The window module is implemented

as a separate thread that manages the input FIFO queue and the

scheduling window. Scheduling window, dependency tracking, and

state management are performed in software within this module.

This module is called in two ways: First, when a kernel is invoked

by the application thread, this module inserts kernels into the input

queue. Second, the scheduler module (implemented as a separate

thread(s)) calls the window module when a kernel completes exe-

cution. At this point, the state of upstream lists is updated and the

kernel is removed from the scheduling window. The window mod-

ule constantly polls the input queue and the scheduling window.

When there is a vacancy in the scheduling window and a pending

kernel in the input queue, the kernel is moved into the scheduling

window. At this point, the window module performs the necessary

dependency checks and bookkeeping. Algorithm 1 describes how

the dependency check is performed.

Algorithm 1 Dependency check algorithm

Input: 𝑟𝑠𝑙𝑖𝑠𝑡1 , 𝑤𝑠𝑙𝑖𝑠𝑡1 , 𝑤𝑠𝑙𝑖𝑠𝑡2 ⊲ RW segments of scheduling window kernel,

w-segment of kernel in inputFIFO

Output: 𝑖𝑠_𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 ⊲

1: 𝑖𝑠_𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 = 𝑓 𝑎𝑙𝑠𝑒 ⊲ initial state of is_dependent

2: 𝑟𝑤𝑠𝑙𝑖𝑠𝑡1 ← 𝑤𝑠𝑙𝑖𝑠𝑡1
⋃
𝑟𝑠𝑙𝑖𝑠𝑡1 ⊲ Read+Write segments

3: for each 𝑠𝑒𝑔𝑚𝑒𝑛𝑡1 in 𝑟𝑤𝑠𝑙𝑖𝑠𝑡1 do ⊲ Test for every pair of segments

4: for each 𝑤𝑠2 in 𝑤𝑠𝑙𝑖𝑠𝑡2 do
⊲ get start and end virtual memory addresses

5: 𝑠𝑡𝑎𝑟𝑡1 ← 𝑠𝑒𝑔𝑚𝑒𝑛𝑡1 .𝑠𝑡𝑎𝑟𝑡

6: 𝑒𝑛𝑑1 ← 𝑠𝑒𝑔𝑚𝑒𝑛𝑡1 .𝑠𝑡𝑎𝑟𝑡 + 𝑠𝑒𝑔𝑚𝑒𝑛𝑡1 .𝑠𝑖𝑧𝑒

7: 𝑠𝑡𝑎𝑟𝑡2 ← 𝑤𝑠2 .𝑠𝑡𝑎𝑟𝑡

8: 𝑒𝑛𝑑2 ← 𝑤𝑠2 .𝑠𝑡𝑎𝑟𝑡 + 𝑤𝑠2 .𝑠𝑖𝑧𝑒

9: if 𝑠𝑡𝑎𝑟𝑡1 < 𝑒𝑛𝑑2 and 𝑒𝑛𝑑1 > 𝑠𝑡𝑎𝑟𝑡2 then
10: 𝑖𝑠_𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 = 𝑡𝑟𝑢𝑒 ⊲ check start&end address overlaps

11: end if
12: end for each
13: end for each

Algorithm 2 The scheduler module in software

Input: SchedulingWindow 𝑆𝑊 , 𝑠𝑡𝑟𝑒𝑎𝑚_𝑖𝑑

1: while 𝑛𝑜𝑡𝑠𝑡𝑜𝑝 ( ) do ⊲ poll for kernels until stop signal

2: acqire_lock(𝑆𝑊 )

3: if 𝑆𝑊 .𝑟𝑒𝑎𝑑𝑦.𝑒𝑥𝑖𝑠𝑡𝑠( )then ⊲ check ready kernels

4: 𝑘𝑒𝑟𝑛𝑒𝑙 ← 𝑆𝑊 .𝑟𝑒𝑎𝑑𝑦.𝑝𝑜𝑝 ( ) ⊲ get ready kernel

5: end if
6: release_lock(𝑆𝑊 )

7: launch(kernel, stream_id) ⊲ launch kernel

8: stream_sync(stream_id) ⊲ wait for completion

9: end while

4.2.2 The scheduler module. This module schedules and launches

ready kernels for execution. This module is implemented as a con-

figurable fixed number of threads, each of which launches kernels

into an independent CUDA stream for concurrent execution, as

depicted in Fig. 17. Each stream contains only one kernel at any

given time. Threads with empty streams poll the scheduling win-

dow for a ready kernel 1 , which is then launched in its CUDA

stream 2 . The thread then waits for the kernel to complete execu-

tion using the StreamSync primitive 3 . Once the kernel completes

execution, the thread calls the window module as described above.

This algorithm is described in Algorithm 2.
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Figure 17: ACE-SW: The scheduler module
4.3 ACE-HW Design
While ACE-SW enables concurrent kernel execution and can be

fully realized in software, it still incurs overheads from (i) synchro-
nization with the CPU when a kernel completes execution, i.e.,

the StreamSync primitive that blocks the scheduler module thread;

and (ii) the launch overhead when the scheduler module launches

a kernel. ACE-HW is designed to alleviate these overheads with

hardware support for kernel scheduling in the GPU.

Fig. 18 depicts an overview of ACE-HW. ACE-HW comprises

a software runtime system similar to ACE-SW that maintains an

input FIFO queue containing the kernels that were invoked by

the application 1 . The scheduling window and its management

are however implemented in hardware on the GPU side 2 . The

input queue is essentially implemented as a CUDA stream that

dispatches kernels to the GPU. In addition to the input FIFO queue,

the software runtime also maintains a list of kernels in the GPU’s

scheduling window, which we call the scheduled_list 3 . To

avoid frequent synchronization between the CPU and GPU, we

allow this list to be stale. Before a kernel is inserted into the sched-

uling window, the software runtime performs dependency checks

with the scheduled_list to determine the upstream kernels. Note

that since the scheduled_list may be stale, this upstream list

needs to be further updated before insertion into the scheduling

window (discussed below).

CPU

input FIFO queue 1

K3 K2K4

K7 K6 K5

scheduled list 3

GPU

K3K1

scheduling 
window 2

compute stale
upstream using 

scheduled list

4

upstream 
load module

Figure 18: ACE-HW: Design overview

The hardware component 4 consists of two modules: (i) the
scheduling window and (ii) the upstream load module.

The hardware scheduling window structure is depicted in Fig. 19

and comprises a fixed number of slots (N) 1 . Each slot contains

an 8-bit kernel identifier and (N-1) 8-bit upstream kernel identi-

fiers that are implemented with SRAM 2 . Each slot of the SRAM

module is implemented as a single bank of SRAM, containing N-1

fully associated units to store upstream kernel identifiers. These

upstream identifiers are used to determine when a kernel is ready.
An additional two bits are used to identify the state of each kernel

(i.e., ready, pending, and executing). When a kernel completes

execution, the upstream identifiers are updated and corresponding

state of each kernel is updated. The completed kernel is removed

from the scheduling window. Any kernels that are now ready are

dispatched to the GPU’s kernel dispatch unit for execution 3 .
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Figure 19:HWschedulingwindow andupstream loadmodule

The upstream load module is responsible for refining the

upstream list provided by the CPU, which may be stale in two ways.

It may contain kernels that have (1) already completed execution

and (2) may miss long-running kernels that are still executing. The

first case is handled by the upstream module by checking against

a list of kernels in the scheduling window 4 . The second case is

avoided by ensuring that the scheduled_list (of size M) in the

CPU never misses kernels that are still executing. The upstream

load module tracks the oldest scheduled kernel 5 . If the number

of newer kernels exceeds M (size of the scheduled_list), this
module blocks the insertion of more kernels from the CPU 6 .

4.4 ACE Overheads
(1) Hardware area overhead. ACE-HW introduces the hardware

scheduling window which contains 𝑁 slots, where 𝑁 is the size of

the scheduling window. Each slot contains 𝑁 kernel ids of upstream

data of 8 bytes each and 2 bits for status. Assuming a scheduling

window of length 𝑁 = 32, we require 1KB of SRAM for the sched-

uling module (for the entire GPU). The upstream module keeps

track of the oldest executing kernel with an 8-bit unit of mem-

ory in SRAM, and the number of kernels scheduled or completed

execution since this oldest executing kernel ( 5 in Fig. 19).

(2) Storage overheads. The read and write segments that are

saved as metadata in the input FIFO and the scheduled_list by
the software runtime in the CPU utilize memory. Each read, write

segment requires 48 bits to hold the start addresses and the size.

(3) Mechanism latencies. ACE-HW requires updating all up-

stream kernels in each slot of the scheduling window every time

a kernel completes execution. ACE-HW updates each slot in N-1

cycles (where N is the size of the scheduling window). Additionally,

ACE-HW requires 𝑁 cycles to insert a kernel ID with its upstream

kernel IDs into the scheduling window. For a scheduling window of

size 64, this operation adds 64 cycles (about 50-100𝑛𝑠) overhead to

dispatch a ready kernel for launch. Thus, ACE-HW adds negligible

runtime to the application compared to the baseline kernel launch

overhead (in the order of a few microseconds).

(4) Dependency checking overheads To determine the

list of upstream kernels, the CPU checks for overlaps between

the write segments of the kernel in the input queue and the

read-write segments of the kernels in the scheduled_list. As
the scheduled_list can fit completely into the cache (4KB),

dependency-checking is compute-bound and dependent on the
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number of read and write segments. Table 2 presents the time

required to do dependence checking. For a processor with 𝑃 exe-

cution units, effective utilization requires dependency checks to

be performed in no more than 𝑇 /𝑃 , where 𝑇 is the task execution

time [19, 31]. We estimate 𝑇 /𝑃 to be around 4𝑢𝑠 , which is more

than the dependency check latency.

Window Number of Dependency
size RW-segments check time

16

6 410ns

10 700ns

32

6 510ns

10 1640ns

Table 2: Dependency checking overhead analysis

5 Methodology
We evaluate ACE-SW on real hardware with an Intel 11700K CPU

and an NVIDIA RTX3060 GPU. We model ACE-HW using Accel-

Sim [46], configured with parameters of RTX3070 (Table 3) and an

RTX 4090 GPU (Table 4). We set the scheduling window size to 32.

Shader core 46 SMs, 1.4GHz; 4 schedulers per SM

SM Resources 32768 Registers, 32KB Shared memory, 128KB L1D

DRAM 2-channel; 16-bank; open-row policy, 16GB DDR4

Table 3: Simulated GPU configuration 1

Shader core 128 SMs, 1.4GHz; 4 schedulers per SM

SM Resources 32768 Registers, 128KB shared memory+ L1D

DRAM 2-channel; 16-bank; open-row policy, 24GB DDR4

Table 4: Simulated GPU configuration 2

Workloads.We evaluate ACE using:

(1) Deep RL physics simulations. Brax [33] is a GPU acceler-

ated simulation engine for control tasks in reinforcement learning.

We evaluate ACE with the Ant (ant), Grasp (grasp), Humanoid

(human), Cheetah (ct), and Walker2d (w2d) simulation environ-

ments. These environments are MuJoCo [81] simulations for train-

ing RL agents to perform a specific task. For example, ant contains

a robot (agent) with one body and 4 legs, each with a knee joint.

The goal is to move in a particular direction by controlling its legs.

(2) Dynamic DNNs.We evaluate our approach for 3 dynamic

DNNworkloads: InstaNAS[25] (I-NAS) is a dynamic CNN for image

classification. We evaluate our approach using the InstaNAS-A

architecture on the CIFAR10 dataset. Dynamic routing [18] (DR)
is a DNN for image semantic segmentation. We evaluate ACE on

the Dynamic-A 16 layer architecture using Cityscapes dataset [27].

Conditional Convolution [91] (CC) is a mixture-of-experts CNN

model for image classification where the weights are computed at

runtime. We evaluate Conditional Convolution with 4 experts that

use an efficientnet b4[79] network as backbone. All dynamic DNNs

are designed for a batch size of 1 and the input image defines the

DNN execution. We use Pytorch [59] implementations.

(3) Static DNNs. CNNs optimized for low inference latency

using neural architecture search (NAS): NASNet [96] (NASNet),
AmoebaNet [67] (Amoeba), SqueezeNet [41] (Squeeze), and Ran-

domWire [88] (RW). These CNNs have highly irregular structures

with many small kernels. We evaluate ACE with a batch size of 1.

6 Evaluation
We evaluate ACE using the following configurations: (i) Baseline:
cuDNN implementation (for DNNs) and jax implementation [33]

(for deep RL simulation). (ii) ACE-SW: Our software-only mecha-

nism is evaluated on real hardware. (iii) ACE-SW-Sim: Our software-
only mechanism evaluated on the GPU simulator with configura-

tions close to RTX3060. We include this to compare against ACE-HW.
(iv) ACE-HW: Our hardware-software cooperative mechanism eval-

uated on the GPU simulator with configuration 1 (Table 3). (v)
ACE-SW-SimC2: Our software-only mechanism evaluated on the

GPU simulator with configuration as in Table 4. (vi) ACE-HWC2 Our
hardware-software cooperative mechanism evaluated on the GPU

simulator with configuration 2 (Table 4). (vii) CUDAGraph: Frame-

work where the inter-kernel dependencies are generated on the

CPU and sent to the GPU. We only present ACE-SW results for the
deep RL workloads as the dynamic and static DNNs rely on cuDNN

libraries, which cannot be modified to use different streams.

6.1 Deep RL Physics Simulations
Fig. 20 depicts the runtimes for the generation of a single batch of

training data from different simulation environments using ACE-SW,
normalized to the baseline approach.
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Figure 20: Deep RL physics simulations: Normalized Speedup

Fig. 21 depicts the runtimes for ACE-SW-Sim, ACE-HW,
ACE-SW-SimC2, ACE-HWC2 normalized to the baseline imple-

mentation. We make two observations. First, ACE-SW-Sim, provides
similar speedups as in real hardware compared to the baseline

implementation (up to 1.79× and 1.66× on average). Second,

ACE-HW is able to further improve performance compared to

the software-only approach by alleviating the synchronization

and kernel launch overheads. We observe a slowdown with

CUDAGraph due to the significant latency of constructing the kernel
dependency graph and sending the information to the GPU.

Figure 21: Deep RL physics simulations: Normalized speedup

In Fig. 22, we depict the achieved occupancy for the three config-

urations. Achieved occupancy is calculated as the number of active

warps divided by the maximum number of active warps supported

by the GPU averaged over all clock cycles. We observe that the ACE

is able to significantly increase the achieved occupancy and thus

the utilization. ACE-HW reports higher achieved occupancy because

ACE-SW incurs additional costs before the launch of a new kernel

(launch + synchronization time), during which there is a lower
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number of active warps executing in GPU compared to ACE-HW.
These gaps in launch times contribute to the overall decrease in

achieved occupancy in ACE-SW.

Figure 22: Deep RL physics simulations: Achieved occupancy

6.2 Inference on Dynamic DNNs
Fig. 23 depicts speedup over the baseline for the dynamic DNNs

described in § 5. We observe that ACE is able to provide speedups of

up to 1.39× on dynamic DNN workloads with ACE-HW and on aver-

age 1.05× with ACE-SW and 1.3× with ACE-HW (average 1.07× with

ACE-SW-SimC2 and 1.32× with ACE-HWC2). I-NAS suffers a slow-

down with ACE-SW because this workload has significant kernel

launch overheads when parallelized but are hidden in the baseline

case where the kernels are simply launched serially into a single

stream without synchronization. We observe that CUDAGraph ex-

hibits a significant slowdown due to the overhead incurred during

the construction and communication of the DAG dependencies.

Fig. 24 depicts the corresponding achieved occupancy. We find that

the ACE configurations are able to improve utilization, leading to

performance improvements. As is the case in § 6.1, ACE-HW has a
higher achieved occupancy than ACE-SW because of lower kernel
launch + sync time.

Figure 23: Dynamic DNNs: Normalized speedup

Figure 24: Dynamic DNNs: Achieved occupancy

6.3 Inference on Static DNNs
While our approach is designed for applications with dynamic

computational graphs, we also evaluate its effectiveness in improv-

ing the concurrency of static DNNs. We depict the speedups ob-

tained normalized to the baseline in Fig. 25. We observe an average

speedup of 1.31×with ACE-HW, and a speedup of 1.16×with ACE-SW.
Fig. 26 depicts the corresponding achieved occupancy. We find that

ACE leads to higher GPU utilization, leading to performance im-

provements. ACE-HW has a higher achieved occupancy than ACE-SW
because of lower kernel launch + synchronization time.

We observe that CUDAGraph exhibits similar execution times for

all but one workload as ACE-HW for static graphs. The difference

in performance in one workload occurs because ACE-HW can de-

tect inter-kernel dependencies over a limited window of kernels.

CUDAGraph is able to leverage additional parallelism in the applica-

tion as it contains information on kernel dependencies across all

kernels launched. However, this performance difference is marginal,

and occurs on a single one of the tested static-DNN workloads.
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Figure 25: Static DNNs: Normalized speedup
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Figure 26: Static DNNs: Achieved occupancy
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Figure 27: Speedups on varying scheduling window size

6.4 Sensitivity Analysis
Fig. 27 compares the speedups obtained on using scheduling win-

dow sizes of 16 and 32 for ACE-HW over baseline. We observe that

the Brax simulations have higher performance (4.5% on average)

with a window size of 32 compared to 16. However, the window size

has less of an impact on the DNNs. This is because the simulation

engines have more inter-kernel parallelism that is exposed with a

larger scheduling window. This means that while there is still room

to schedule newer CTAs, the amount of inter-kernel parallelism

in the deepRL/dynamic DNNs is not sufficient enough to further

increase utilization significantly.

6.5 Energy Consumption
Fig. 28 shows the normalized energy consumption for the evaluated

workloads. We observe energy savings of 21.6% on average on all

workloads with ACE-HW, and 6.1% with ACE-SW as a result of the

reduction in execution time.

7 Related Work
In this work, we (i) observe that input-dependent inter-kernel de-

pendencies and small kernels are a significant performance bottle-

neck in a range of important applications such as simulation engines

in deep RL and dynamic neural networks; and (ii) propose both a

software-only and hardware-software cooperative mechanism to

enable concurrent execution of kernels with statically unknown
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Figure 28: Normalized energy consumption
inter-kernel dependencies. In this section, we describe prior work

that aim to improve GPU utilization and kernel concurrency.

Leveraging concurrent streams in DL workloads. Main-

stream deep learning frameworks like Tensorflow [8] and Py-

torch [59] launch GPU kernels into a single CUDA stream that

executes them sequentially. Recent works [30, 55, 57, 95] propose

software techniques to enable concurrent execution of GPU kernels

using multiple streams with static scheduling and stream assign-

ment before application execution. Inter-operator scheduling [30]

partitions a computation graph into sections of kernels that can ex-

ecute in parallel. Out-of-order backprop [57] observes that gradient

computation can be parallelized using CUDA streams into weight

gradients and the output gradient computation during backpropa-

gation. However, these works are only applicable to DL workloads

whose computation graph is static and known ahead of time, of-

ten requiring significant compilation times. Furthermore, these

approaches incur high synchronization overheads.

Task-based programming frameworks in CPUs. Task-based
frameworks [17, 28, 68] enable programmers to describe a program

as multiple tasks scheduled for execution in multiprocessor archi-

tectures [66]. Works such as task superscalar [31], carbon [49],

TDM [19] and ADM [70] propose out-of-order task scheduling to

efficiently leverage irregular parallelism in multiprocessors. The

major bottleneck in these applications is the long latency for depen-

dency checks. Thus, prior work [19, 31, 49, 70] propose hardware

accelerators to alleviate dependence checking bottleneck at runtime.

However, the primary bottleneck on GPUs is the long latency to

launch/signal completion of kernels instead, requiring a different

approach to enable out-of-order scheduling.

Programmer annotations Prior works leverage programmer

annotations as parallelization hints to the compiler. Sinclair et.

al [76], DeNovo [26] use programmer annotations that encode

the data read and written to by each function. This informa-

tion is leveraged to determine independent tasks. Some frame-

works [11, 28, 36, 61, 62] allow programmers to annotate array

regions accessed by each task as a compile time directive. In ACE,

we use a similar approach of using programmer annotations to

help determine parallelism at runtime to enable out-of-order kernel

scheduling.

Software techniques to improve GPU utilization with
concurrent kernel execution. CUDA Graphs [1] and AMD

ATMI [2, 12, 13] are frameworks that allow users to define depen-

dencies between kernels as a directed-acyclic-graph (DAG) prior

to execution. This approach eliminates synchronization and kernel

launch overheads due to communication with the CPU. Nimble [50]

identifies independent GPU kernels prior to execution and concur-

rently schedules independent kernels using CUDA streams. This

approach uses CUDA Graphs [1] to reduce synchronization and

kernel launch overheads. Irregular graphs are also seen in solving

sparse linear equations for CFD simulations [39] and hyperplane

sweep routines [44], where DAG frameworks have been shown

to be effective.We quantitatively compared ACE against a CUDA

graph implementation in § 6. None of these approaches is applicable

to dynamic input-dependent computational graphs. While newer

version of CUDA drivers improve the graph construction times,

caching dependency information and constructing CUDA Graphs

incur non-trivial latencies (§ 2.3).

Hardware support for concurrent kernels.Wireframe [10]

proposes merging multiple kernels into a single large kernel and

performs CTA scheduling with data dependency checks between

CTAs. Blockmaestro [9] enables concurrently running kernels by

identifying dependencies between their CTAs. These approaches

however perform dependence checks by tracing and extracting the

memory loads and stores performed by each thread block of every

kernel. Similar to the software approaches, these approaches are

designed for static computational graphs. The proposed scheduling

and dependency check techniques would be too time-consuming

for runtime scheduling. GPU dynamic parallelism [3, 20, 37, 84]

enables launching kernels from the device itself and allows data

dependencies between a single parent and multiple child kernels.

However, Dynamic-NN and RL simulation workloads contain ker-

nels that depend on multiple kernels, making it difficult to apply

GPU dynamic parallelism.

GPU sharing framework.Multi-Instance GPU (MIG) [6] parti-

tions GPU resources to allow concurrent execution of jobs launched

by multiple users. Since fewer SMs are allocated to a single ap-

plication, this would improve overall GPU utilization. However,

applications such as deep RL and dynamic DNN inference with

low utilization would still be slow as much of the inter-kernel par-

allelism is not being exploited. As ACE leverages this parallelism

and reduces underutilization, ACE can improve performance even

when sharing with another application.

Compilers, runtime systems for dynamic neural net-
works. Prior software [32, 42, 43, 54, 74, 85, 90] and hardware

approaches [47] optimize CPU-GPU communication overheads, and

blocking synchronization calls for dynamic computational graphs.

These approaches introduce techniques such as dynamic batching

and kernel fusion. These works are orthogonal to our approach.

8 Conclusion
We introduce ACE, the first framework that enables automatic con-

current kernel execution with low overhead runtime scheduling

and dependency checks. The key idea behind ACE is to dynamically

schedule a small window of kernels by identifying which kernel(s)

within the window is ready for execution. ACE leverages kernel an-

notations to automatically identify kernel dependencies at runtime.

We implement ACE as both a software framework and a hardware-

software mechanism that is able to further reduce synchronization

overheads from CPU-GPU communication. We demonstrate that

ACE can improve the performance of important emerging classes

of workloads, such as RL simulations and dynamic DNNs, whose

kernel dependencies are irregular and vary with input.
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